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In order to understand global response characteristics of the magnetosphere for interplanetary disturbances, we introducec
recent machine learning technique. Despite the recent successes of deep learnings in diverse recognition tasks, predictions
nonlinear phenomena in a complex system are still challenging. The present work is intended to investigate comprehensively tt
possibility of deep learning for reproduction of magnetospheric responses. For a pilot study, we performed predictive classifica
tion tests by deep learning on a prediction of substorm intensities using solar wind data.

For a successful prediction of substorm activities, learning of a magnetospheric hysteresis is most likely essential, at least se
eral hours before a substorm onset. We adopted a specific recurrent neural network architecture called a stacked Long Short-Te
Memory (LSTM) network for a deep learning model. It is widely recognized that the stacked LSTM network has many memory
units and it can learn both long and short temporal structures. If the prediction is successful, it is expected that some meaningfi
knowledges about magnetospheric responses, including a typical response time of substorms for interplanetary disturbances, c
be extracted by analyzing memory units in the trained the stacked LSTM network.

We have performed the predictive classifications in some simplified settings. Firstly, time series of geomagnetic auroral elec
trojet (AE) indices were classified into 7 "11 groups based on AL value. Next, we trained parameters of the stacked LSTM
network using several years of OMNI solar-wind data with 1-min resolution and corresponding classified AE indices. Solar wind
data that we used here includes time series of tree components of IMF, bulk velocities, temperatures and dynamic pressure
All of lacking data were corrected by a linear interpolation before training. Then, we examined whether a latest class of AE
indices was predictable or not from latest solar wind data in several hours with time series. As a result, the accuracy rates of th
prediction exceeded 80% for training data in some settings. In the presentation, we will show the details of our experiments an
share some results of predictive classifications. Also, we will discuss the present issues and future tasks.
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